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Abstract

This study examines intra-seasonal (20-70 day) variability in the South Asian monsoon
region during 1997/98 in ensembles of 10 simulations with 10 different atmospheric
general circulation models. The 10 ensemble members for each model are forced with the
same observed weekly sea surface temperature (SST) but differ from each other in that they

are started from different initial atmospheric conditions.

The results show considerable differences between the models in the simulated 20-70 day
variability, ranging from much weaker to much stronger than the observed. A key result is
that the models do produce, to varying degrees, a response to the imposed weekly SST.
The forced variability tends to be largest in the Indian and western Pacific Oceans where,
for some models, it accounts for more than 1/4 of the 20-70 day intra-seasonal variability in

the upper level velocity potential during these two years.

A case study of a strong observed MJO event shows that the models produce an ensemble
mean eastward propagating signal in the tropical precipitation field over the Indian Ocean
and western Pacific, similar to that found in the observations. The associated forced 200
mb velocity potential anomalies are strongly phase locked with the precipitation anomalies,
propagating slowly to the east (about 5m/s) with a local zonal wave number two pattern
that is generally consistent with the developing observed MJO. The simulated and

observed events are, however, approximately in quadrature, with the simulated response



leading by 5-10 days. The phase lag occurs because, in the observations, the positive SST
anomalies develop upstream of the main convective center in the subsidence region of the

MIJO, while in the simulations, the forced component is in phase with the SST.

For all the models examined here, the intraseasonal variability is dominated by the free
(intra-ensemble) component. The results of our case study show that the free variability
has a predominately zonal wave number one pattern, and has propagation speeds (10-
15m/s) that are more typical of observed MJO behavior away from the convectively active
regions. The free variability appears to be synchronized with the forced response, at least,

during the strong event examined here.

The results of this study support the idea that coupling with SSTs plays an important,
though probably not dominant, role in the MJO. The magnitude of the atmospheric
response to the SST appears to be in the range of 15% - 30% of the 20-70 day variability
over much of the tropical eastern Indian and western Pacific Oceans. The results also
highlight the need to use caution when interpreting atmospheric model simulations in

which the prescribed SST resolve MJO time scales.



1. Introduction

It is now well established that latent heat flux anomalies associated with the Madden Julian
Oscillation (MJO) play an important role in the development of intraseasonal sea surface
temperature (SST) anomalies in the Indian and western Pacific Ocean (Krishnamurti et al.
1988; Zhang and McPhaden 1995). Recent studies (e.g. Zhang 1996; Hendon and Glick
1997: Lau and Sui 1997; Sperber et al. 1997; Shinoda et al. (1998); Jones et. al. 1998)
suggest that both MJO-induced surface evaporative and radiative flux anomalies contribute
to intra-seasonal anomalies in SST. Hendon and Glick (1997) show that there are
differences between the ocean basins, in that the Indian Ocean SST anomalies are primarily
driven by surface insolation anomalies associated with convection, while the western
Pacific SST anomalies are driven by both surface evaporation and insolation anomalies.
Jones et al. (1998) provide a general picture of the MJO/SST relationship in which clear
skies and reduced surface winds ahead of the convection anomaly, result in an increase in
surface net shortwave radiation and decreased surface latent heat fluxes that favor positive
SST anomalies. As the convection moves eastward over the warmer SST, the increased
cloudiness and enhanced surface westerlies lead to reduced surface shortwave radiation and

enhanced surface evaporation that favor negative SST anomalies.

Wang and Xie (1998) used a simplified linear coupled ocean-atmospheric model to carry
out a theoretical analysis of the impact of SST feedback on the MJO. They found that the

coupling produces SST anomalies that lead the convective anomalies and act to destabilize



the atmospheric moist Kelvin wave and reduce its phase speed to observed values. Flatau
et al (1997) investigated the impact of SST on the simulated MJO in an aquaplanet
atmospheric general circulation model (AGCM) with a simple empirical representation of
an ocean mixed layer. They found that the coupled model produced a stronger and slower
MJO. They suggest that this occurred as a result of warmer SSTs to the east of the
convection that acted to destabilize the atmosphere by increasing the moist static energy.
Waliser et al. (1999) show that, in another AGCM coupled to a slab ocean model, an
improved simulation of the MJO occurs compared with simulations with the same model
that used prescribed SST. They also attributed the improvements in the simulations to
feedbacks with the SSTs. They show, however, that positive SST anomalies forced by
Jatent heating and to a lesser extent insolation anomalies to the east of the convection act to
reinforce meridional convergence associated with the wave-CISK mechanism operating in
the AGCM. Hendon et al. (2000) investigated the impact of air-sea coupling associated
with the MJO in yet another AGCM coupled to a comprehensive ocean mixed layer model.
That study found little impact of the coupling on the simulated MJO and showed that this
was primarily due to deficiencies in the AGCM’s latent heat flux that did not allow the

formation of coherent SST anomalies.

A number of studies have examined the impact of SSTs on the interannual variation in MJO
activity. Both observational (e.g. Hendon et al. 1999) and AGCM (e.g. Slingo et al. 1995;
Gualdi et al. 1999) studies forced with monthly SSTs find generally only a weak

relationship with SST. In particular, they find that while there is some impact of the SST



on the spatial distribution of the MJO activity, the overall level of activity is largely
uncorrelated with SST on interannual time scales. In a related study, Waliser et al. (2001)
examined simulations with an AGCM forced with observed monthly SST in which the
atmosphere was coupled to a weakly interacting slab ocean mixed layer. That study also
found only a weak relationship with SST, although there was evidence of reduced Northern

Hemisphere summer tropical intraseasonal variability during the extreme warm (El Nino)

events.

Recently, Schubert and Wu (2001) found that, in an ensemble of AGCM runs with
prescribed weekly SSTs, a significant forced “MJO-like” response occurred in the
simulations during those times when strong MJO events occurred in the observations.
This was interpreted as evidence of a potentially important feedback of the intraseasonal
SST variations on the MJO. The current study extends the Schubert and Wu analysis by
carrying out a more detailed analysis of the response to SST in ensembles of simulations
with 10 different AGCMs. The model runs were carried out as part of the Asian-Australian
Monsoon AGCM inter-comparison project sponsored by the World Climate Research
Program/Climate Variability and Predictability (CLIVAR) Asian-Australian Monsoon panel

(Kang et al. 2001).

Section 2 describes the simulated and observed data and outlines the diagnostics and
processing steps used in the analysis. The results are presented in section 3. Section 3a

describes the simulated and the observed intra-seasonal variability for 1997/98. This



includes the partition of the simulated variance into a forced and free component. Section
3b examines the link between SST and the MJO for a particularly strong observed MJO
event. Section 3¢ describes the composite MJO and its links to SST and precipitation
based on 17 years of National Centers for Environmental Prediction/National Center for
Atmospheric Research (NCEP/NCAR) reanalysis and Global Precipitation Climatology
Project (GPCP) precipitation observations. The discussion and conclusions are given in

section 4.

2. Data and Analysis Methods

a) Model simulations

The focus of the analysis is on the two-year 10-member ensemble simulations from 10
different AGCMs made available through the CLIVAR/GCM Monsoon Inter-comparison
project. The AGCM simulations used here are from COLA (USA), DNM (Russia), GSFC
(GEOS, USA), GSFC/SUNY(GLA, USA), GFDL (USA), IAP (China), IITM (India), MRI(
Japan), NCAR (USA), and SNU (Korea). The details of the inter-comparison project and

the description of the participated models can be found in Kang et al. (2001).

The 10-member ensemble AGCM simulations were performed for the period 1 September
1996 through 31 August 1998. The 10 ensemble members differ only in the initial

atmospheric conditions. The SSTs are prescribed from the weekly SST data of Reynolds



and Smith (1994). In addition to the 1997/98 ensembles, the models were run for the
period 1979-98 with prescribed observed monthly SSTs (see Kang et al. 2001). These
longer runs were used to produce, for each model, a 5-day average (pentad) climatology
that serves as a reference for analyzing the 1997/98 time period. The basic model variables
used here are the precipitation and the 200mb and 850mb winds. All GCM data were
converted to a common spatial resolution of 2.0° latitude x 2.5° longitude, although the
spatial resolution of the models varies from rhomboidal truncation at wavenumber 15 to
triangular truncation at wavenumber 42. The velocity potential and stream function fields

were computed from the winds at the common resolution.

b) Observed Data

The atmospheric circulation and surface fluxes are obtained from the NCEP/NCAR
reanalysis (Kalnay ef al. 1996). In section 3a and 3b, we use the 1997/98 NCEP/NCAR
850mb and 200mb winds to compare with the model simulations for that time period. In
section 3¢, we analyze a longer record (1982-99) of NCEP/NCAR winds and surface latent
heat and net shortwave fluxes to help clarify the link between the MJO and sea surface
temperatures. The precipitation data consist of two GPCP products with sub-monthly
temporal resolution. The first is a daily, 1° horizontal resolution, multi-satellite
precipitation data set available beginning in January 1997 (Huffman et al. 2001). The
second is a 5-day averaged (pentad) precipitation data set available beginning in January

1979 (Xie and Arkin 1997). The pentad data were produced by merging several kinds of



precipitation data including gauge observations and estimates inferred from infrared
radiation (IR), outgoing long wave radiation (OLR), microwave sounding unit (MSU) and

Special Sensor Microwave Imager (SSM/T) satellite observations.

c¢) Data Processing

We took several steps to isolate the intra-seasonal variability in both the models and the
observations. For the reanalysis, pentad anomalies are computed from the 1982-98 pentad
climatology. For the simulations, pentad anomalies were computed from each model’s
pentad climafology described earlier. Unless noted otherwise, all anomalies are filtered to
retain only the time scales between 20-70 days. The filter is a symmetric, 4-pole, low-pass
tangent-butterworth filter described in Oppenheim and Schafer (1975). The filter is applied
twice, first retaining time scales longer than 20 days and then retaining time scales longer
than 70 days. The bandpass data are obtain by subtracting the two filtered data sets. In our
calculations, the end point effect is reduced by extending the ends of the series by

duplicating the beginning and ending values.

i. Forced and free variability

For the simulations, the total variance of a quantity (x) is divided into forced (inter-
ensemble) and free (intra-ensemble) components. This terminology is consistent with the

idea that the ensemble mean of each model must be forced by the specified boundary

.



conditions (SST anomalies), while the variations about each model’s ensemble mean is
uncorrelated with the SST, and therefore must be internally generated. As we shall see, the
latter are not strictly free oscillations in that the intra-ensemble variability may be
synchronized in time by the SST. An unbiased estimate of the inter-ensemble variance for

a particular model is (see e.g., Rowell et al. 1995)

n

F= -] 1)

m

Here the over-bar denotes a mean over the m =10 ensemble members, the square brackets
denote a mean over n independent time periods, and the subscript B indicates that it is the
forced variance. The second term on the right hand side of (1) 1s proportional to the intra-
ensemble or free variance (indicated by subscript €) and ensures that the estimate of the

forced variance is unbiased. An unbiased estimate of the free variance is

2= [m} )

m—1

The total variance is defined as the sum of (1) and (2). The ratio of the forced variance to

the total variance is define as

. S%
Pg=——>. (3)
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The ratio of the forced to free variance is defined as

2
A

U= _{g_, (4)
Se

Model-average estimates of Pﬁ and U are obtained as in (3) and (4), except that slzg and sg

are replaced by the averages of all the individual model forced and free variance estimates.

For the observations or reanalysis we have only one realization, so that the total variance 1s

defined as

§2 = [ (e - 137 (5)

ii. EOF and composite analysis

In section 3c, we produce a composite picture of the evolution of the MJO. The composite
is produced from the 17 years (1982-98) of NCEP/NCAR reanalysis data using the leading
principal component of the filtered (20-70 day) 200mb velocity potential field as an index
of the MJO. The principal components are the expansion coefficients of a complex

empirical orthogonal function (CEOFs, e.g. Pfeffer et al 1990) decomposition. The CEOF
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decomposition provides an efficient spatial representation of a traveling disturbance such as
the MJO. Details of the CEOF formulation may be found in Chang et al. (2001) and are
not repeated here. The results of the CEOF decomposition lead to an expansion of a time

series of fields Z(x,y,?) that has the form

N
Zxy.) = 3 a,(0B(xy)cos(6,(6,) - 6,0} 6)
p=1

where each component of (6) may be thought of as representing a wave with phase shape

cos(ep(x,y)) and time dependent phase ¢,(1), the amplitude of which is modulated in

space by Bp(x, y) and in time by @, (7).

The composite fields described in section 3¢ are obtained by averaging the fields for the

appropriate phase of the first CEOF only during those times when the magnitude of & p()

exceeded one standard deviation.

3. Results

The results are divided into three subsections dealing with a) the basic 1997/98 observed
and simulated intra-seasonal variability, b) a case study of a strong MJO event during 1997,

and ¢) an analysis of the composite MJO for the period 1982-98.

We begin in subsection (a) by describing the intra-seasonal variability in both the model

simulations and the observations for the period September 1996 through August 1998. The
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basic observed and simulated climatology and the 1997/98 circulation and precipitation
anomalies are documented in Kang et al. (2001) and Schubert and Wu (2001), and will not
be repeated here. The filtered fields from the simulations are decomposed into forced and
free components as described above. ~ While our purpose here is not to highlight
differences between the models, we do show how the models compare in the partition of
the forced and free variance. For the most part, we focus on the averages over all model
simulations allowing us to obtain greater confidence in the significance of the results. One
difficulty with this model composite approach is that the models show such a wide range in
the simulated intra-seasonal variability, that it is unlikely that they represent equally likely

estimates of nature.

a) Simulated Intra-seasonal Variability for 1997/98

The important role of intra-seasonal variations in the seasonal evolution of the rainfall in
the southwest monsoon region is illustrated in Fig. 1 by the total rainfall (shaded) and the
rainfall coming from MJO time scales (20-70 days) averaged over the longitudes spanning
the Indian subcontinent (75°E to 85°E). The observed rainfall (GPCP) is shown in Fig. la,
and the rainfall obtained by averaging all the simulations is shown in Fig. 1b. The
observations show a clear northward progression of the rainfall from the southern
Hemisphere into the northern Hemisphere that tends to occur on the MJO time scales. For
example, the May increase and late May and early June break in the monsoon rainfall

during 1997 coincides with the positive and negative rainfall anomalies associated with the
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MJO time scales. The grand mean of the AGCM simulations (Fig. 1b) shows a similar
though more gradual seasonal evolution. This is, to some extent, to be expected since the
results are an average over many cases so that individual MJO events (to the extent that
they are simulated by the models) are averaged out. Perhaps the most surprising aspect of
Fig. 1b is that there is evidence of MJO variability in the model simulations that is not
averaged out (the contours of 20-70 day variability shown in Fig. 1b), but is common to all
(or at least many) of the 100 AGCM simulations. This is consistent with the results of
Schubert and Wu (2001) based on just one of the AGCMs included here (the GEOS
model). The fact that we find such an ensemble mean MJO signal in the grand ensemble
and model mean suggests that further study of the nature of this apparently forced

variability is warranted.

Figure 2 shows a time-longitude diagram of the unfiltered 200 hPa pentad velocity
potential anomalies (VLPAs) averaged between 5°N and 10°N. The NCEP/NCAR
reanalysis shows evidence of substantial MJO activity especially during the first half of
1997 when there are well defined propagating anomalies. The late May and early June
Indian monsoon break mentioned earlier is also evident here. During late 1997 and 1998,
we see a low frequency shift that appears to be the signature of the developing El Nino-
Southern Oscillation (ENSO). There is also evidence of MJO variability during the spring
and summer of 1998 (though with somewhat shorter time scales compared with 1997, see
also Schubert and Wu, 2001). The ensemble and model mean unfiltered pentad VLPAs

(deviations from each models pentad climatology) are superimposed as contours in the left
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panel and repeated in color in the center panel. The three contour levels in the center panel
indicate the regions where the ensemble mean values are significant at the 20, 10 and 5%
level, based on a t-test. The simulated VLPAs display significant MIJO signals that occur at
approximately the time when major events occurred in nature. The ensemble mean of the
simulated events, however, are weaker than the anomalies found in the reanalysis. They
also tend to lead, in fact, they tend to be in quadrature with, the observed anomalies. We
will return to the issue of the phasing of the events in the next section. These results are
again consistent with the results from the GEOS model reported in Schubert and Wu
(2001), and suggest that the models are responding to the intraseasonal variability in the

specified weekly SST observations.

The right panel of Fig. 2 shows the evolution of the 20-70 day filtered intra-ensemble or
free vanance, s§ (averaged over all models). This shows that enhanced free variability in
the velocity potential tends to coincide with periods during which enhanced ensemble mean
velocity potential anomalies occur. This is particularly evident in 1998 when there is a
substantial increase in the free variability east of about 120°W in a region of positive
ensemble mean anomalies (associated with ENSO-related shift in the Walker circulation).
After June 1998, there is also an increase in variability west of 120°W coinciding with the

development of negative ensemble mean anomalies over the eastern Indian Ocean.

Figure 3 shows maps of the total 20-70 day filtered intra-seasonal variance simulated by

each model and compares them with the results from the NCEP/NCAR reanalysis. We see
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that the models exhibit a wide range of variability. On one extreme is the IAP model which
shows variability more than twice that of the reanalysis throughout the tropics. On the
other end of the spectrum is the DNM model, which has variance about a factor of 10 less
than that of the reanalysis. The GFDL model appears to be closest to the reanalysis
showing variability that is similar to the reanalysis in both magnitude and spatial

distribution.

We next partition the simulated filtered intra-seasonal variability into forced (variance of
the ensemble mean) and free (intra-ensemble variance) components as described in Section
7ci.  The results, shown in Fig. 4, indicate that for all the models the free variance
dominates the intraseasonal filtered variability. All the models have forced variability that
is largest over the eastern Indian Ocean and the western Pacific Ocean. There are,
however, again substantial differences between the models in both the magnitude and in the
partition of the forced and free variability. The SUNY/GLA model has the largest forced
variability while the DNM model has the weakest. The large IAP model variability
mentioned earlier is mostly in the free component. The partition of the variance is seen
more clearly in Fig. 5, which shows, in the left panel, the ratio of the forced to total filtered

variability (Pﬁ) and, in the right panel, the ratio of the forced to free filtered variability (U).
The SUNY/GLA and DNM models have the largest values of Pg with values exceeding

30% over parts of the eastern Indian Ocean and/or the western Pacific Ocean. The MRI,

NCAR and SNU models also have substantial fractions of the variability in the forced
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component with values of Pg exceeding 20% over much of the western Pacific and Indian

Oceans. The two models with the most realistic total variance (see Fig. 3) show

considerable differences in Pg, with the GFDL model showing values that are generally

less than 20%, compared with more than 30% for the SUNY/GLA model. More than half
of the models have signal (the forced response) to noise ratios (U) that are greater than

30%.

b) A case study

In this section, we examine in some detail a particular MJO event that occurred during the
spring of 1997. Fig. 6 shows the time series of the simulated aﬁd reanalysis filtered 200mb
velocity potential and the SST for a region in the tropical Indian Ocean. Here we have
changed the sign on the VLPAs to show more clearly the phasing with the SST. All the
time series show substantial intra-seasonal oscillations during the first half of 1997. The
reanalysis and simulated VLPAs appear to be synchronized with each other and with the
SST anomalies though the exact phasing appears to change somewhat with time. The
model simulations show VLPAs that are strongly coupled with the SST anomalies, with
warm SST anomalies associated with negative VLPAs. The reanalysis velocity potential
also shows a link to the SST though at times it is nearly in quadrature with the SST (e.g.
during September/October and during April 1997), consist with the picture presented in
earlier studies of clear skies (positive VLPAs) and reduced winds leading to a warmer

ocean (e.g. Jones et al. 1998). To better understand these relationships we next focus on
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the MJO event that occurred during the time period February 12 through May 12, 1997.
This event was chosen because it is one of the most pronounced oscillations to occur during
these two years, and it is not immediately preceded by other large events which could
introduce SST anomalies that persist into the next event. We therefore hope to obtain a

clearer picture of the link between the development of SST anomalies and the MJO.

Figure 7 shows the filtered (20-70 day) SST anomalies (deviations from the 1982-98
climatology) averaged every 10-days. While the field is somewhat noisy, there is evidence,
beginning in February, of eastward propagation of the cold anomalies from the Indian
Ocean into the western Pacific. Also, the warm SST anomalies that develop over the
western Indian Ocean at the beginning of March appear to propagate into the western

Pacific in about 40 days.

The simulated and reanalysis filtered 200mb VLPAs for that period are shown in Fig. 8.
The simulated results (left panel) are the average over all ensemble members and models
(the forced component). The simulations show a coherent time evolution, with a dipole
structure developing over the Indian Ocean and Indonesia that has a spatial scale consistent
with about a wave number two structure, which then strengthens and propagates slowly
(about 5m/s) to the east. A comparison with the SST anomalies in Fig. 7 shows that the
development is roughly consistent with the SST in the sense that anomalous rising motion
tends to coincide with warm SST anomalies and anomalous sinking motion tends to

coincide with cold SST anomalies (see also Fig. 6). The reanalysis shows a qualitatively
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similar evolution, starting also as a wave number two dipole over the Indian Ocean and
Indonesia and propagating to the east, though after about 30 days it evolves into a zonal
wave one structure characteristic of the MJO. Fig. 8 also shows that the simulated and
observed anomalies are not in phase, in fact they tend to be in quadrature, especially during
the first part of the period, with the simulations leading the observed anomalies in the
eastern hemisphere. In fact, if one were to shift the simulated anomalies about 10 days
back (one panel in Fig. 8), the observed and simulated anomalies would be nearly in phase
throughout much of the eastern hemisphere . This is quantified in Fig. 9, which shows the
lag correlations between the simulated and observed anomalies. This shows that the largest
positive correlations (> 0.90) occur over the Indian Ocean when the simulated anomalies
lead the observed by 10 days. Over the western Pacific Ocean, the simulated anomalies

lead by about 5 days. Since the anomalies oscillate in time, negative correlations tend to

occur at opposite (positive) lags.

While the reanalysis shows the anomaly propagating around the globe, the simulated
ensemble mean anomalies are largely confined to longitudes west of about 120°W. As we
shall see next, this reflects the strong link between the ensemble mean velocity potential
and SST anomalies in the Indian and western Pacific Oceans. Note that the mean simulated
anomalies are about a factor of three or four smaller than the reanalysis anomalies. This is
presumably in part due to the averaging process: the anomalies from the reanalysis
represent a single realization (including both forced and free components). Outside the

convectively active region, the simulated variability 1s primarily free and the averaging
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tends to cancel out the anomalies from the various runs: we will discuss the nature of the

free variability later in this section.

Figure 10 is the same as Fig. 8, except for the precipitation anomalies. The superimposed
contours are a repeat of the VLPAs from Fig. 8. The results show a strong relationship
between the precipitation and VLPAs, especially for the simulations. For example, in the
beginning of March both the models and the reanalysis show enhanced precipitation south
of the equator near the dateline and generally reduced precipitation to the west. Both the
simulations and the model show a local zonal wave number two velocity potential
“response” to the precipitation anomalies. Subsequently, the reanalysis VLPAs propagate
eastward and appear to decouple from the rainfall anomalies, and develop into a wave
number one structure. The mean simulated anomalies, on the other hand, remain in lock
step with the precipitation anomalies. The simulated mean precipitation anomalies in the
Indian Ocean and western tropical Pacific (left panel of Fig. 10) appear to be strongly
linked to the SST anomalies (Fig. 7). The observed precipitation anomalies (right panel of
Fig. 10), while similar to the simulated precipitation anomalies, show less of a direct spatial

coherence with the SST anomalies, especially over the Indian Ocean.

While the previous results focused on the ensemble mean forced response to the SST, we
can also examine the structure of the free (intra-ensemble) variability during the Feb 12-
May 12 time period. We accomplish this by computing the intra-ensemble variance and its

time lag correlations. In particular, we compute the lag correlations between the free (intra-



ensemble) fluctuations in the 200mb velocity potential at a base region (an average over the
region 80°E-110°E, 15°S-10°N) and a base time (the 10-day average of March 24-April 2),
with the free fluctuations in the velocity potential at all grid points and other times. We
compute an “all model” lag correlation by averaging the covariances and variances over all

the models before dividing to compute a correlation.

The evolution of the intra-ensemble variance (left panel of Fig. 11) shows a general
increase in time over Indonesia and the western Pacific through April 3, followed by a
decline. Over Africa and the Indian Ocean, the variance is largest during April, whereas
over South America it peaks at the beginning of March. There does not appear to be a
strong correspondence between the evolution of the signal (Fig. 10) and the intra-ensemble
variance in Fig. 11. The lag correlation results (right panel of Fig. 11) provide a picture of
the spatial structure and evolution of the free variability that is different from that of the
forced response shown in Fig. 8 (left panel). Instead of the slowly propagating,
predominantly local wave number two pattern in the western hemisphere, the free
variability is characterized by a faster propagating (about 10-15m/s) zonal wave number
one structure that is more reminiscent of the behavior of the observed MJO away from the
convectively active regions of the western Pacific and Indian Oceans (c.f. right panel of
Fig. 8). Note that the fact that we obtain a coherent lag correlation signal at all, suggests
that the free variability must be to some extent synchronized with the forced response
(though it could be of either sign). We have also computed the EOFs of the free variability

for this time period (not shown), and found that the leading modes have a structure that is
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very similar to that shown in the right panel of Fig. 11. In those calculations, the EOFs

were computed from the extended correlation matrix that includes all pentads between Feb

12 and May 12 of 1997.

The above results show that the free and forced variations have substantially different
characteristics. The free variat;ility is similar in structure and phase speed to the observed
MIJO away from the convectively active regions of the western Pacific and Indian Oceans.
The forced response, on the other hand, is largely confined to the convectively active
regions, and tends to lead the observed MJO by about ten days. This appears to reflect the
fact that in nature, warm SST anomalies develop ahead of the MJO’s main convective
center, while the cold anomalies develop behind it. In the model simulations, the response
is, however, in phase with the SST, and one might argue that this response is indicative of
the feedback to the SST that occurs in nature on, for example, the leading edge of the
convective center of the MJO. We next look in more detail at the observed behavior of the
MJO and its links to SSTs and convective heating using 17 years (1982-98) of

NCEP/NCAR reanalysis data and the GPCP pentad precipitation fields.

¢) The composite MJO

We begin by computing the complex EOFs (CEOFs, see section 2cii) of the filtered (20-70
days) 200mb VLPAs for all seasons for the period 1982-1998. The leading CEOF accounts

for 3/4 of the filtered variance and represents a traveling zonal wave number one



disturbance. The results in Figs. 12-14 are displayed as composites, computed using the
time series of the amplitude of the leading CEOF as an index and averaging according to
the phase of the oscillation. Values are included in the composite only for those times
when the amplitude of the CEOF exceeds one standard deviation. The zonal wave one
structure and eastward propagation of the VLPAs shown in these Figures is consistent with
previous analyses of the MJO (e.g. Weickmann et al 1985; Hendon and Salby 1994). The
time scale of the oscillation is (again consistent with the MJO) predominantly between 30-

60 days (see Chang et al. 2001), so that the panels in Figs. 12-13 show events that are

approximately 5 days apart.

The left panel of Fig. 12 shows the composite evolution of the filtered SST anomalies
associated with CEOF 1. The right panel of Fig. 12 shows the composite filtered 200mb
velocity potential (contoured) and precipitation (shaded) anomalies. The SST anomalies
show evidence of eastward propagation over the Indian Ocean and western Pacific warm
pool as the CEOF cycles through the phases —180 to O degrees. In this region, the warmest
SST tend to occur on the leading edge of the rising branch of the MJO. In the eastern
Pacific the SST anomalies tend to be positive during the phases —180 to —135 and negative
during the phases -90 and +90 to +180. This suggests that the development of the MJO (or
at least the convectively active Indian Ocean phase) is favored when warm SST occur in

both the Indian and eastern Pacific Oceans .

The right panel of Fig. 12 shows that, as the rising branch of the MJO enters the Indian



Ocean, the precipitation is enhanced on its leading edge (phases -180° to —135°).
Precipitation is reduced over the trailing region of the sinking branch over the Pacific warm
pool. The maximum precipitation anomaly occurs at a phase of —90°, when it is centered
on the rising branch of the MJO near 90°E longitude. This is consistent with previous
studies (e.g. Hendon and Salby 1994). At a phase of ~45° the precipitation anomalies split,
with two local maxima (one north and one south of the equator) on the trailing edge of the
rising branch, and a single maximum on the leading edge. The northern precipitation
anomaly subsequently moves north/north east over India, the Bay of Bengal, Indochina and
the Pacific warm pool. This is reminiscent of the typical evolution of low frequency intra-
seasonal summer monsoon fluctuations in that region (e.g. Yasunari 1981; Wu et al. 1999).
The split in the rainfall anomalies occurs in conjunction with (and appears to be a response
to) a relatively strong Rossby wave response ( Gill 1980) in the western hemisphere. The
Rossby wave response is clearly evident in Fig. 13, which shows the composite stream
function anomalies at 850mb and 200mb (see, in particular, the stream function anomalies
at phase —90° in Fig. 13). The northward movement of the rainfall over South Asia is
associated with a similar northward displacement of the 850 mb stream function anomalies
between phases —90° to +45° (left panel of Fig. 13). Beyond a phase of 0°, the rising
branch of the MJO becomes decoupled from the precipitation anomalies which themselves
become weak. As the sinking branch enters the Indian Ocean (phase > 0°), the
precipitation anomalies are approximately repeated but with the opposite sign to those

during the phases —180° to 0°.



Comparing the two panels of Fig. 12, we see that the correspondence between the
precipitation and SST anomalies is rather complex in the observations. The positive
precipitation anomalies develop just south of India in the presence of warm SST anomalies
(top panels of Fig. 12). For the next 10-15 days the center of the warm precipitation
anomalies moves very little (about 10° longitude), while warm SST anomalies develop
farther to the east over Indonesia and the Pacific warm pool. At phases —45° and 0°, after
the precipitation anomalies have split (see above), the eastern component of the positive
precipitation anomalies appear to be linked to (but occur just west of) very localized warm

SST anomalies near 165°E longitude.

In Fig. 14, we summarize the relationships between the composite SST anomalies and
several other fields using phase-longitude plots. The top left panel shows that positive SST
anomalies tend to occur on the leading edge of (just east of) the main rising branch of the
MJO in the Indian Ocean and western Pacific. Our results concerning the forcing of the
SST anomalies by latent heat and short wave flux are generally consistent with previous
studies. We find that the latent heat flux anomalies tend to lead the SST anomalies in both
the Indian and western Pacific Oceans, with reduced (enhanced) latent heating leading
warm (cold) SST anomalies (lower left panel of Fig. 14). The lag time is somewhat
variable but tends to be about 5-10 days. Also, the net short wave flux anomalies are such
that enhanced (reduced) short wave flux leads warm (cold) SST anomalies by 5-10 days
(upper right panel of Fig. 14). It is, however, important to keep in mind that the reanalysis

flux quantities are model-generated and therefore are subject to model bias errors. Shinoda



et al. (1999), for example, show that while the NCEP/NCAR reanalysis latent heat fluxes
are reasonable, the short wave fluxes are about half the amplitude of satellite-based
estimates on intraseasonal time scales. In the eastern Pacific Ocean, there is no clear
relationship between the SST and either the insolation or the latent heat flux anomalies.
The lower right panel of Fig. 14 shows that the SST anomalies west of 180° tend to lead the
main precipitation anomalies supporting the results of Waliser et al (1999) and others, that
suggest a feedback role for the SST in the development of the MJO. In the western Pacific
Ocean the lag between the SST and precipitation anomalies appears to be about 10 days,

while in the Indian Ocean the lag is about 5 days.

4. Summary and Conclusions

There is growing observational and theoretical evidence that the atmospheric MJO is part
of a coupled atmospheric/ocean phenomena (e.g. Zhang 1996; Hendon and Glick 1997;
Wang and Xie 1998; Jones et. al. 1998). This is bolstered by recent studies employing
AGCMs coupled to mixed layer ocean models that note improved simulations of the MJO
(Flatau et al. 1997; Waliser et al. 1999). The results are, however, model dependent and the
degree of improvement (and possibly the mechanisms involved) appear to depend on the

differing capabilities of the uncoupled AGCMs to simulate the MJO (Hendon ez al. 2000).

This study took a somewhat different approach to addressing the MJO/SST coupling issue

by examining whether AGCMs run with prescribed SSTs exhibit a significant atmospheric
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respond to the SST on intraseasonal time scales. In light of the strong model dependence
of the results noted above, we employed ensembles of simulations produced by 10 different
AGCMs. These runs were produced using observed weekly SSTs for the two-year period
1997/98 as part of the Asian-Australian Monsoon AGCM inter-comparison project
sponsored by the World Climate Research Program/CLIVAR Asian-Australian Monsoon

panel (Kang er al. 2001).

The analysis involved decomposing the 20-70 day variability into forced (inter-ensemble)
and free (intra-ensemble) components. The results showed considerable differences among
the models in the representation of the 20-70 day velocity potential variability at 200mb,
ranging from much weaker to much larger than the observed van’an‘ce. A key result is that
the models do produce, to varying degrees, an ensemble mean response to the imposed
weekly SST. The forced variability in the models tends to be largest in the Indian and
western Pacific Oceans, and occurs primarily during periods of strong observed MJO
activity. For some models, the forced (inter-ensemble) variations account for more than 1/4

of the 20-70 day intra-seasonal variability in the upper level velocity potential during these

two years.

A case study of a strong MJO event showed that the models produce an ensemble mean
eastward propagating signal in the tropical precipitation field over the Indian Ocean and
western Pacific, similar to that found for the MJO event in the observations. The

associated forced 200 mb VLPAs are strongly phase locked with the precipitation
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anomalies, propagating slowly to the east (about 5m/s) with a local zonal wave number two
pattern that is generally consistent with the developing MJO found in the observations. A
comparison of the phases of the two I;henomena, however, shows that they are
approximately in quadrature, with the simulated response leading the observed by 5-10
days. The phase lag occurs because, in the observations, the positive SST anomalies
develop upstream of the main convective center in the subsidence region of the MJO, as a
result of reduced latent heat flux and increased net surface insolation. In the simulations,
the forced component is in phase with the SST so that the simulated convection and VLPAs

lead those of the observations by 5-10 days.

For all the models examined here, the intraseasonal variability is dominated by the free
(intra-ensemble) component. Increases in the magnitude of the free variability tend to
coincide with periods during which the forced response is strongest. The results of our
case study show that the free variability has a zonal wave number one pattern, and has
propagation speeds (10-15m/s) that are faster than those of the forced component, and more
typical of observed MJO behavior away from the convectively active regions.
Furthermore, we found that the free variability appears to be synchronized with the forced

response, at least, during the strong event studied here.

The extent to which the ensemble/model mean simulated response to prescribed SSTs
provides a reasonable estimate of the magnitude of the true SST feed back on the MJO is

unclear. It is of course possible that the SST feedback in the coupled problem 1s



substantially different from the response to prescribed SSTs. In fact, the phase difference
between the forced response in the models and the response estimated from the
observations suggests this is may be the case. On the other hand, one could argue that the -
phase difference is not inconsistent with an SST feedback that occurs on the leading edge
(and is a small fraction of) the main convective anomaly of the MJO. Nevertheless, we
suggest that our analysis provides a reasonable estimate of the magnitude of the feedback
in the coupled problem, subject to model errors as discussed below. This issue could be
examined in future studies by comparing AGCM runs in which the same model is run in
both coupled and uncoupled modes. The phase difference also suggests that one must be
careful in the interpretation of tropical variability that exists in AGCM simulations with

prescribed SST, when those SST contain time scales short enough to resolve the MJO.

Finally, the large range in the variability among the 10 models in both the relative (FPg) and

absolute value of the forced response shows that current convective schemes vary
considerably in their sensitivity to SSTs, and indicates that the schemes have not yet
converged on the correct response (see also Slingo et al. 1996). Itis noteworthy that even
for the two models with the most realistic intraseasonal variability (GFDL and
SUNY/GLA), there are considerable differences in both the magnitude and distribution of
the forced variability. Nevertheless, these results support the idea that coupling with SSTs
plays an important, though probably not dominant, role in the MJO. The magnitude of the
response of the atmosphere to SSTs appears to be in the range of 15% - 30% of the total

intraseasonal (20-70 day) variability over much of the tropical eastern Indian and western

29



0¢

"suBao() dyloed



Te

€871 L6-INLY WUeld Iopun uonepuno,f 3oualog
[RUONEN] 9Y} JO UOISIAL S3OUDI0S duaydsouny ays Aq popiaoid sem Jasiep “( 10j woddng
“199fo01d uosuedwooIaul WD UOOSUON/IVAITD 9y} 01 UOHNQLIUOD € SI pue ‘weidoid
sisA[euy pue Sur[opojy [eqo[D s sasudiajug 90uslog yuey VSVN Ul Kq peuoddns

sem ylom SIY[ ‘uonemoed JOH ¥3[duiod ay) 10j apod 3y} papiaoid A[pury Suey) myax

SJUIURZPIA|MOUI Y



"TS6E-6E6E LS 10§ SOUNY ‘[ [9poul UOHE[MOILD [e1oua3

® Ul UONB[[I9SO UBI[N[-USPPEIN 3y} uo Surdnod ess-ie Jo wedwy :0007 “H'H ‘UOPUSH
"0$ST-8€6T ‘T erewtl[) f Jdwwng [eAsny duunp uone[[IosO

ueln[-usppeN Yl JO UONBLIEA [BNUUBIAUL (6661 ‘Yoo °f pue ‘3ueyz ‘D “H'H ‘UOPUSH
"199-L$9 ‘01 ‘S1WI[D [ "SUBIDQ OYIoEd

pue [eardon) Sy} Ul UONOBISIUL BIS-IIE [BUOSBIS-BIU] 1661 “OUD [ PUv “H'H ‘uopusy
"L€TT-STTLT '1S “PSsouny

‘[ "UOHB[[IOSQ) UBLN[-USPPEIN 3y} JO 9[2K0 3J1] YL #661 ‘Aqres T pue “H'H "UOpPUSH
"9CO-£H9 ‘GT ‘SoIBUA( SIBWI[D "SUONE[NWIS JADD JO SQUUIISUS U Ul UOLE([IOSO ueing

-uappeI oY} JO KJ[IQELIBA [BOUUBINUI YL (6661 [SIBULL pUe "D ‘eLBABN 'V ¢S ‘Ip[enn
“7TS-T10S (1T WID [ "SYOBQPad) [BUIAIUL SNSIIA SUONIPUOD

[PWI2IXE (JADO B Ul UOOSUOW JOWWNS UBIPU] JO SUOTIBLIEA [ENUUBISIUL (8661) TWEMSOD)
"T9P-LyY "901 “'OOS‘JOSISW‘&OH'['MBHO

‘uone[noto [eordol) padnpul-jesy l10j SUONNOS oidwitrs owos :0861 “H'V ‘IO
CS-6T 08 20§ (0101 Wy [Ind "(IdTAV) 100(01d uosuedwooaul
[opow ouoydsoune 3yl Jo s}NSAL Yl JO MIIAIAD UV (6661) Nd SWel[IA
‘g Jo[Ae] I 19q1ads ‘ad I1aues ‘1D 19nod ‘[L sdi[iyd ‘NS SIe[feIN ‘[ OI'UH ‘fd

IA[YO9[D) ‘I ouloL] ‘S YoeId ‘WD xnetnnog ‘DD asead ‘D KaA0)) ‘S 9Aog “IM S91BD
Hz1dd ¢ *909¥0T “OWAN 'YL VSVN [PPOIN £-INODAA

2y} JO S1PWI[ AYL [00T ‘USYS ‘M-'d PUE ‘®PuGaN 'S ‘U ‘[-'S “Meqnyos "d's “A “BueYD

SIIUIYIY



123

-cgcdd Kastaf maN] ‘SHID N9oma[3ug “oul

‘[[BH-9o1udId ‘Suissadold [BUBIS [BUBLT SL6T 1oJRYOS ‘M " PUB A UB[V ‘wireyuaddQ
'€TIT-6011 ‘6T “1oS™souny °f -pouad Kep 0g-0F & Yiim sotdon

oY) Ul S[[90 UONRNAID J[eds-[eqo[3 Jo uonddsaq (7L61 “Uelnf Ad pue vy ‘USppeN
TLY-S9t PreWID [ "TYVOD VOOL SULnp suoneaIasqo ‘uone[ngal

armeiodwa) 90BJINS BAS WLIAM-1IOYS JO SWSIUBYIRN :L66] ‘NS 'H-'D PUB "IN~ MET]
‘ZTET-HOCT ‘St <108 "souny [ 'SAep Og 031 Og JO 3[edS

Qwn 3yl UO UOLJBIAUL BIS-ITY 18861 ‘BIYSIN A’V pue ‘JoyIsoQ ' “N'L ‘nuweuysiry
“T€90T-E1901 ‘001 sy sAydoany[ -o1y108d [eL01enba Y3 Ul soAEM UIAS[Y

[PUOSESS-BIUL JO SUIOIO] (G661 ‘UUBUOIAM A’ PUB USPRUJIIN [N "S'M IQ[SSY
"W [ 01 papiugng "OUIN
[ 86-L661 U} Yllm P2IBIO0SSE SII[EWOUE paje[nwlis DD JO uorredwoosau] (1007)
A OIT ‘D DAL Y [WNG YWY ‘XA Ul[eD ‘A NSHWEURY VO YN Y YOI ‘A ueAjes

“IAL WIS ‘I JAS[IEA ‘(IS MQnUDS ‘A AYHNWEUYSLIY ‘[ BPINYS AL N8 "I Ul ‘SI Suey
TLP-LEY “LL TO0SIONN TPWY

‘[ing ‘109foxd sisK[euear 1eak-0p YVON/JAON UL 9661 ‘sioyineo] pue “q ‘Aeurey]
TLOT-LSOT
U1 ‘erew) [ -einyesadwia) 90BLINS BIS PUE SIXN[J 1BSY S0BLNS UBII0 UO UOHEBI[IOSO

UBI[N{-USPPRIN dY} JO ddudn[juUI YL 8661 Iounen ‘D pue asiem H'd “7 ‘souof
"0S-9¢€ ‘T *A80[0I010WOIPAH [ "SUOMEBAIIS]O J[[dlesny[nw woly
uonnjosal Ajrep aa13ap-auo je uonelidroard [8QO[D TQOT PURISSAS [ pue “YO0ARDIIN

g ‘ookof g ‘smin) ‘S ‘ulajog L'A ‘AISSLION WIN RIPY Iy “['D ‘URWHnH



143

puUB 90UBUIUIBW Y} UQ :L66] NBT -I'M Pue ‘sauu] ‘Nd ‘o3ul[S N WY 19qrads
LSE-STE 7T ukq wipD 1oafoxdqns onsoudeip JIAV
UE WOJIj SINS3I :S[OPOW UONE[NIIIO [BIoudd ousydsoune ¢ Ul SUOHB[[ISO [BUOSEDS
—enu] (9661) N ouudy ‘( [[epuey ‘O Med ‘NL Pwed ‘V SMIUNEN Y USppeiN ‘d
KoueAyOIN IAIA N YV Yoy d ssauu] ‘v ye[[eziey ‘f Yol Af Auwraronn) ‘(q A103210)
‘f 9JAJ ‘M DYeznsiq ‘g seBnd ‘W XIA ‘df uo1dD ‘Sf okog ‘¥ 12q1ads N[ 03UllS
€69
819 ‘LT1 “ATYBIM UOIA "SasA[eueal JHON WO} SUBID() UBIPU] PUB OJIdE WIAISam
reordon oY) Ul SIXN[J SOBLINS [BUOSEIS-BIU] 16661 YOUD [ pue ‘UOPUSH "H'H “L ‘epoulys
"TOLT-S89T ‘1T “dreWI[)
‘[ 'suead() UeIpuJ pue dljIoed ulaisam [edrdon ay) ul ainjeradural 90eJINS BIS puB
SOXN 20BLINS JO AN[IqRLIEA [BUOSEIS-BIU] 8661 OID ‘[ PUB ‘UOPUSH "H'H "L "epoulys
T6IE-ELIE ‘b1 “DIBWI[D ‘[ "SPUIM [9AJ[-MO[ UOOSUOUL JSWIWINS
uBISY YINOS 8661 PUE L661 oY1 JO AM[IQEIdIPaId 100T ‘MM “TIN Pue "d’S “Hoqnyas
Y0L-699 ‘11
“50G 10N YLD Sulepow pue suonealasqQ (76-9061) BOLJY yuou [eoidon 1940
[[eJurel Jowwns Jo AM[IGeLIEA G661 ‘PIeAy "N PUe ‘[N "M ‘Puellod D 'd 'd ‘1emoy
‘Qb6- 626 ‘L ‘ovewr) [ ‘uonejodiaut wnwndo Juisn
sosA[eue axmjesaduwia) aoens ©as [8qO[S paoidW] H661 ‘YNWS N L PUE I ‘M ‘spjoukay
"18-L9 ‘Lp “'10S 'souny ‘[ "Blep
reruswizadxa jo sisA[eue jusuodwod fediouud xodwos guisn Aydeidodo) wonoq 1940

aAEM orurooIeq Jo Apms v 10661 1T °O pue Sueyd "A ‘Buny ¥ sb[yy [ 1A 1HRId



St

"8GL-6EL ‘€S TIOSTSOUNY [ 'UBIDQ D1JIoR UIAsIM
eordon ay1 ur.aoeyns ayl 1e A[IqeLIEA [BUOSEBIS-BLUI susydsouny 9661 <D ‘Sueyz
$SE-9€€ ‘66 ‘urdr[00§ 109N [ "SABP-0F
punoie pouad € yiim WaisAS UOOSUOW JSWWNS UBIPU] UB JO AIMIONNS ([86] “L ‘Heunsex
"8GST-6£ST ‘8L
350G IO oWy [[ng ‘sindno [opow [BOLIIWINU PUE SIBWNSI I11[[31S “UONEAIISGO
a3nes uo poseq sisA[eue A[yuow seak-,1 v :uonendoaid [2qo[D 1L66T ‘UDHY 'V d “d 9IX
"CLOT-PSOT “TT “ABWI[D [ "UOHR[[10SO [BUOSEIS-BIIUI 3} PUB UOOSUOW JoWns
ueIsy yinos ayl jo juawdo[aadp ayl 6661 ‘Sueny ‘'N Pue ‘Uaqnyos 'S I ‘M
"196-116'CTT ‘A9Y BIM "UON I91UIm UIoyLIoU
Suunp uondUNJWeINs qW-(ST Y} PUB UONEIpRI dAem3UO[ SUIOFINO JO suonenIdN|y
(Aep (9-0¢) [euoseas-enu] G861 ‘yoeqziny "H'[ pue AAss] W'D TN ‘uuBWYIIOM
"CETT-911C ‘T1 “@leWI[D *f "UOHB[[IOSO UBI[N[-USPPEJA Ul UOHJRISIUT BIS-IIE JO J[01
QUL [ Hed ‘waisAs ajewd [ood wirem ay) Jo sapow po[dno) :8661 9rX X PUV 'd ‘Suem
'ssaid ur “ 10§ souny
‘¢ Aupiqeuea [euoseasenut [eoidon jo Aiiqelorpaid sy pue Anjiqeuea ainjeraduwo)
JovlINS BIS [enuUUBIAU] TQOT ‘WY H-'[ pue ‘neT W' ‘Sueyz Z “H'A I9SIEM
"8GE-€EE ‘96 “gTsouny [
quawradxs uoneqiniad [opow Y UONR[[I0SQ UBIN[-USPPEIA 9y} UO sainjeradwa)
ooelins Bas po[dnod jo Qousn[jul Y], 6661 ‘WY H[ pue ‘ne] IW-Y A ‘Iesifem
"C6L-69L ‘€T ‘Sotweuk( WD ‘suone[nwis JIINV O pue

VIO oY) Ul pue sisA[eueal YYIN/JFON Sy} Ul UONE[[1DSO [EUOSBIS-BLUL 3Y) JO Uoneniul



9¢

078 -T6L ‘€1 UAQ WI[D 'S[opol TNV
1yS1o WOl SINSII :UOOSUOW IANUIM UBISY IS (L661) Y Plelayiom T soeye] ‘d [[epuey
S BpoYeAIN ‘N Ne YV youry “T nueuad ‘W X1d ‘Sf Skog YN 19qieds ‘X Sueyz

'G09-68S ‘g ‘AW [ OYIoed [eL0lenba 2y UL Xn[J 183Y USR] pUE

armesodwa) aoeyins vas usamiaq diysuone[al ayJ, (G661 ‘USPeUYJOIN [N Pue ['D ‘Sueyz



m._“.ﬁ”J“.%, w%.

[t
o

Lotitude

—
[—]

Novi?

Sep86 W7 Sepd7

Latitude

-10
gepﬂﬁ Jad?  Merd?  Med? 7 Sepd7  Novd7  Jnd8  MarS8  MayS8  Juld8  SepdB

2 3 4 5 B 7 B 9 16 12 14

Fig. 1: a) Latitude-time section of the observed daily precipitation (mm/day) averaged
between 75°E-85°E. Values are only available beginning January 1997. The shading
denotes the total precipitation and the contours denote the precipitation filtered to retain
time scales between 20 and 70 days. b) Same as (a), but for the ensemble and model
mean precipitation. For the filtered data we outline in (a) the +/-1 mm/day values, and
in (b) the +/- 0.5 mm/day values.
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Fig. 2: Left panel: The colored field is a longitude-time section of the NCEP/NCAR
reanalysis 200mb velocity potential unfiltered pentad anomalies averaged between 5°N and
10°N. The contours are the sanie quantity, except for the ensemble and model mean
anomaly fields. Center panel: The colored field is a repeat of the ensemble and model
mean anomaly fields with superimposed contours of the 3 significance levels indicated at
the bottom of the figure. Right panel: The intra-ensemble variance (averaged over all
models) of the filtered (20-70 day) 200mb velocity potential anomalies averaged between
5oN and 10°N. Units: m?s for the mean and (m?s)’ for the variance.
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Fig. 3: The total variance of the filtered (20-70 day) 200mb velocity potential for each
model and the NCEP/NCAR reanalysis for the time period September 1996 through
August 1998. Units are: m*s->
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Fig. 4: Left panel: The forced (inter-ensemble) variance of the filtered (20-70 day) 200mb
velocity potential for each model. Right panel: The free (intra-ensemble) variance of
the filtered (20-70 day) 200mb velocity potential for each model. Units are: m‘s->
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Fig. 5: Left panel: The ratio of the forced (inter-ensemble) to total variance of the filtered
(20-70 day) 200mb velocity potenitial for each model (Pﬁ ). Right panel: Same as the

left panel but for the ratio of the forced (inter-ensemble) to free (intra-ensemble)
variance (U).
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Fig. 6: Time series of the 20-70 day filtered 200mb velocity potential (multiplied by minus
one) and SST anomalies averaged from 60°E-100°E and 10°S-10°N. The red curve is
the ensemble and model mean velocity potential. Multiply values by 1.0x10° to get units
of m%*s. The blue curve is the NCEP/NCAR reanalysis velocity potential. Multiply
values by 3.3x10° to get units of m*/s. The black curve is the SST in units of 0.1 °C.
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Fig. 7: Ten day averages of the filtered (20-70 day) SST anomalies for the period February
12 through May 12, 1997. Units are: °C.
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Fig. 8: Left panel: Ten day averages of the filtered (20-70 day) ensemble and model mean
200mb velocity potential field for the period February 12 through May 12, 1997. Right
panel: Ten day averages of the NCEP/NCAR reanalysis filtered (20-70 day) 200mb
velocity potential anomalies for the period February 12 through May 12, 1997. The
reanalysis anomalies are computed as deviations from the 1982-98 climatology of 10-
day averages. Units are: m’s™.
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Fig. 9: Lag correlations between the filtered (20-70 day) ensemble/model mean and the
observed (reanalysis) 200mb velocity potential anomalies computed over for the period
February 12 through May 12, 1997. Negative lags indicate the simulated anomalies lead
the observed anomalies.
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Fig.10: Same as Fig. 8, but for precipitation (shading) and a repeat of the 200mb velocity
potential (contours, blue are negative values). Values in the left panel are the ensemble
and model mean. Values in the right panel are the GPCP precipitation and NCEP/NCAR
reanalysis 200mb velocity potential. Units for precipitation are mm/day. Contour
intervals for 200mb velocity potential are, for the model results +/-0.3,0.6,0.9,1.2, 1.5
x10°m%s, and for the reanalysis +/- 1, 3,5, 7,9, 11 x10°m?s.
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Fig. 11: Left panel: The intra-ensemble variance of the 200mb velocity potential averaged
over all models. Right panel: The time lag correlations (x100) of the 200mb velocity
potential. The base period is the 10-day average period March 24-April 2, 1997 (center
panel). The base region is the area-average of (80°E-110°E, 15°S-10°N). The lag
correlations are computed between the base region and all other grid points and 10-day
averaged time lags (+/- 0, 10, 20, 30, 40 days) over all ensemble members and models.
See text for details.
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Fig. 12: The composite evolution of the MJO using the leading complex EOF of the
filtered (20-70day) NCEP/NCAR reanalysis 200mb velocity potential field as an index.
The composite evolution goes through a complete cycle (-180° to +180 degrees phase).
The results are based on the period 1982-1998: values are included in the composite for
only those times when the amplitude of the leading EOF is greater than one standard
deviation. Left panel: SST (shaded) with significance values contoured as indicated.
Right panel: GPCP precipitation (shaded) and 200mb velocity potential (contours).
Units for velocity potential are: m*/s,
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Fig. 13: Same as Fig. 12, but for the NCEP/NCAR reanalysis stream function and velocity
potential. Left panel: 850mb stream function (contours) and 200mb velocity potential
(shaded). Right panel: 200mb stream function (contours) and 200mb velocity potential

(shaded). Units for stream function and velocity potential are: m’/s.
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Fig. 14: Same as Fig. 12, but for phase-longitude diagrams for various fields averaged
between 6°S and 6°N. Top left panel is the 200mb velocity potential (shaded) and the
SST (contours start at +/- 0.03). Units for velocity potential are: m*/s. Top right panel is
the SST (shaded) and the NCEP/NCAR reanalysis net surface short wave flux at the
surface (contours start at +/-1). Bottom left panel is the SST (shaded) and NCEP/NCAR
latent heat flux (contours start at +/-3). Bottom right panel is the SST (shaded) and the
observed precipitation (contours start at +/-0.5). The bottom color bar refers to the SST

fields.
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